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Abstract

Recent advances in theoretical methods combined with the advent of massively-
parallel supercomputers allow one to reliably simulate the properties of complex ma-
terials from first principles. During the past year we have focused on two important
applications: (i) mechanical properties and quantum transport in nanotubes, and (ii)
surface optical response of semiconductors for real-time growth diagnostics and feed-
back control.

Carbon nanotubes are one of the most interesting new materials to emerge in the
past decade, with outstanding mechanical and electrical properties. Through a com-
bination of ab initio, tight binding and classical simulations, we have investigated the
interplay between mechanical deformations and electronic response, in the aim of char-
acterizing ther behavior in an actual nanomechanical device.

Turning to semiconductor surfaces, we have focused primarily on theoretical calcu-
lations of the reflectance difference spectra (RDS) of reconstructed I1I-V semiconductor
surfaces. We have used a massively parallel real-space multigrid technique and an ap-
proximate GW treatment to compute the optical signatures of major surface structures
of hydrogenated silicon surfaces. These optical fingerprints can be used for feedback
control of growth processes with nearly monolayer resolution.

Mechanical deformations and electronic response in car-
bon nanotubes.

The field of carbon nanotubes has seen an explosive growth in the recent years due to the
substantial promise of these molecular structures for the use as high-strength, light-weight
materials, superstrong fibers, novel nanometer scale electronic and mechanical devices, cat-
alysts, and as energy storage media.

Carbon nanotubes have already demonstrated exceptional mechanical properties: the ex-
cellent resistance to damage during bending has already been widely observed experimentally
and studied theoretically.

In the past, we have focused on the theoretical analysis of the mechanism of strain release
in carbon nanotubes under uniaxial tension, in an effort to address the question of the
ultimate strength of these nanostructures. We have analyzed the transformations leading to
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mechanical failure under a tensile load and identified the first stages of the mechanical yield
of carbon nanotubes. Novel, unforeseen patterns in plasticity and breakage were observed.
Our study, based on the extensive use of ab-initio molecular dynamics simulations, shows
that beyond a critical value of the tension, at about 5% strain, an armchair nanotube releases
its excess strain via a spontaneous rotation of a C-C bond, which leads to a so-called (5-7-
7-5) defect, which consists of two pentagons and two heptagons coupled in pairs [1]. The
resulting appearance of a (5-7-7-5) defect can be interpreted as a nucleation of a degenerate
dislocation loop in the hexagonal graphitic network. The configuration of this primary dipole
is a (5-7) core attached to an inverted (7-5) core.

From our calculations we have been able
to identify the full range of elastic responses
in strained carbon nanotubes. In particular,
under high strain and low temperature con-
ditions, all tubes are brittle. If, on the con-
trary, external conditions favor plastic flow,
such as a low strain and a high temperature,
-~ (n,m) tubes with n,m < 14 can be completely
ductile, while larger tubes are moderately or
completely brittle depending on their symme-
try. These results are summarized in Fig. 1,
where a map of the ductile vs. brittle behav-
ior of a general (n,m) carbon nanotube un-
der an axial tensile load is presented. There
are four regions indicated by the different
shadings. The small hatched area near the
origin is the region of complete ductile be-
havior, where the formation of (5-7-7-5) de-
fects is always favored under sufficiently large
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Figure 1: Ductile-brittle domain map for car-
bon nanotubes with diameters up to 13 nm.
Different shaded areas correspond to differ-

strain. In particular, plastic flow will trans-
form the tube section between the disloca-
tion cores along definite paths along the tube

ent possible behaviors (see text). walls. During the transformations, the sym-

metry will change between the armchair and the zigzag type. The same transformations will
occur in the larger (white) moderately ductile region. Tubes with indices in this area are
ductile, but the plastic behavior is limited by the brittle regions near the axes. Tubes that
belong to the last two regions will always follow a brittle fracture path with formation of
disordered cracks and large open rings under high tensile strain conditions.

Understanding the response of carbon nanotubes to large deformations is of vital impor-
tance for device design. Usually, the positioning of an individual nanotube on the circuit
base can be attained via manipulation with a scanning probe tip [2], or by utilizing strong
adhesive forces between the N'T and the substrate. These procedures are likely to introduce
large mechanical deformations in the nanotube, which will modify the geometry and the
electronic and transport behavior of the system.

Recently, there has been a great amount of interest in quantum conductance properties
of carbon nanotubes. Their electronic and conducting properties have been studied both
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Figure 2: Conductance of a symmetrically bent (5,5) armchair nanotube. Different curves
correspond to different bending angles: 6°,18° 24° and 36°, as shown in the legend. Inset:
conductance of a (5,5) tube with an asymmetric bend of 24°. A pseudo-gap at the Fermi
energy (always taken as reference) is clearly present, see text.

experimentally and theoretically [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. In particular, the sen-
sitivity of the electronic properties of nanotubes to their geometrical structure makes them
truly unique in offering the possibility of studying quantum transport in a very tunable en-
vironment. To address the issue of quantum transport in carbon nanotubes, we have used a
recently developed Green’s function-based technique that is very efficient when used with any
general Hamiltonian that can be effectively represented within a basis of localized orbitals
[14].

We begin with the analysis of the electrical behavior of bent nanotubes. It has recently
been observed [4] that in individual carbon nanotubes deposited on a series of electrodes
three classes of behavior can be distinguished: (i) non-conducting at room temperature and
below, (ii) conducting at all temperatures, and (iii) partially conducting. The last class
represents N'T’s that are conducting at a high temperature but at a low temperature behave
as a chain of quantum wires connected in series. It has been argued that the local barriers
in the wire arise from bending of the tube near the edge of the electrodes.

Single-walled carbon nanotubes are either metallic or semiconducting depending on their
helicity, which is denoted by a pair of integers (n,m). In particular, they are predicted to
be metallic if n — m = 3¢ with ¢ = integer [15]. While armchair NT’s are always metallic,
diameter plays an important role in modifying the electronic properties of chiral and zigzag
NT’s. In particular, in small diameter NT’s, the hybridization of s and p orbitals of carbon
can give rise to splitting of the 7 and 7* bands responsible for metallicity [16]. For example,
(3¢, 0) zigzag nanotubes of diameters up to 1.5 nm are always small gap semiconductors,
even in the absence of deformations, and can be assigned to the (i) class of behavior of Ref.
[4], together with the naturally insulating NT’s (n — m # 3q¢).

In Fig. 2 we show the conductance of a (5,5) armchair nanotube (d = 0.7 nm) that has
been symmetrically bent at angles # = 6°,18°,24°, 36°. # measures the inclination of the two



ends of the tubes with respect to the unbent axis. No topological defects are present in the
tubes. For @ larger than 18° the formation of a kink is observed, which is a typical signature
of large-angle bending in carbon nanotubes. Although armchair tubes are always metallic
because of their particular band structure, the kink is expected to break the degeneracy of
the m and 7* orbitals, thus opening a pseudo-gap in the conductance spectrum [17]. However,
if the bending is symmetric with respect to the center of the tube, the presence of the kink
does not drastically alter the conductance of the system [13], since the accidental mirror
symmetry imposed on the system allows the bands to cross. When this accidental symmetry
is lifted, a small pseudo-gap (= 6 meV) occurs for large bending angles (6 > 24°), see the
inset of Fig. 2. The same calculations have been repeated for a (10,10) tube (d = 1.4
nm), and no pseudo-gap in the conductance spectrum was observed in calculations with
energy resolution of 35 meV, even upon large-angle asymmetric bending. Our calculations
thus indicate that even moderate diameter armchair tubes essentially retain their metallic
character even after large angle bending and can therefore be assigned to the (ii) class of
behavior in Ref. [4].

20 —— , , , , , In Fig. 3 we present the conductance of a
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gle (12°), whereas the NT was perfectly con-

Figure 3: Conductance of a bent (6,3) chi-
ral nanotube. Different curves correspond to

different bending angles: 6°,24° and 42°, as
shown in the legend. Inset: conductance of
a bent (12,6) chiral nanotube for § = 0°,12°.

ducting prior to bending. This result demon-
strates that local barriers for electric trans-
port in metallic chiral NT’s can occur with

The Fermi energy is taken as reference. no defect involved and just be due to a defor-

mation in the tube wall. Given the relatively small values of the energy gaps, the conductance
will be affected only at low temperatures, leading to the assignment of these tubes to the
(iii) class of behavior in Ref. [4].

Although bending by itself can already cause a significant change in the electrical prop-
erties, defects are likely to form in a bent or a deformed nanotube, because of the strain
occurring during the bending process [18]. It is now well established that a carbon nanotube
under tension releases its strain via the formation of topological defects [1]. We have inves-
tigated how these defects affect the conductance of metallic armchair nanotubes of different
diameters. Table I summarizes our results for (5,5) and (10,10) NT’s under 5% strain, both
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pristine (5-7-7-5) %-7)-(7-5)| (5-78-7-5)
(5,5) 2.00 1.70 ni 1.26
(10,10) 2.00 1.85 1.33 172

Table I. Conductances of armchair nanotubes with point defects. (5-7-7-5) is the Stone-
Wales defect; (5-7)-(7-5) corresponds to the onset of plastic behavior with the two (5-7) pairs
separated by one row of hexagons; (5-7-8-7-5) corresponds to the onset of brittle behavior,
with the opening of a higher order carbon ring, see text. In units of 2¢2/h.

pristine and in the presence of different topological defects: (i) a (5-7-7-5) defect, obtained
via the rotation of the C-C bond perpendicular to the axis of the tube; (ii) a (5-7) pair
separated from a second (7-5) pair by a single hexagon row, as in the onset of the plastic
deformation of the nanotube [1]; and (iii) a (5-7-8-7-5) defect, where another bond rotation
is added to the original (5-7-7-5) defect, producing a higher order carbon ring (onset of the
brittle fracture) [1]. While strain alone does not affect the electronic conduction in both
tubes, the effect of defects on conductance is more evident in the small diameter (5,5) NT,
while it is less pronounced in the larger (10,10) NT. Our results for the (10,10) tube with
a single (5-7-7-5) defect compare very well with a recent ab initio calculation [12]. If more
than one (5-7-7-5) defect is present on the circumference of the NT, the conductance at the
Fermi level is lowered: for the (10,10) NT it decreases from 2 (2¢%/h) to 1.95, 1.70 and 1.46
(2¢%/h) for one, two or three defects, respectively.

The decrease in conductance is accompanied by a small increase in the DOS at the Fermi
energy. This is due to the appearance of defect states associated with the pentagons and
heptagons within the metallic plateau near the Fermi level. These localized states behave as
point scatterers in the electronic transmission process and are responsible for the decrease
in conductance [19]. This result confirms that in large diameter nanotubes the key quantity
in determining the electrical response is the density of defects per unit length. This is also
in agreement with recent measurements of Paulson et al. [5] of the electrical properties of
carbon nanotubes under strain applied with an AFM probe. As the AFM tip pushes the
tube, the strain increases without any change in the measured resistance until the onset
of a structural transition is reached. This corresponds to the beginning of a plastic/brittle
transformation that releases the tension in the NT [1] and coincides with a sharp yet finite
increase in resistance. Since the onset of the plastic/brittle transformation that precedes
the breakage is associated with the formation of a region of high defect density [1], the
conductance at the Fermi energy is drastically reduced.

Optical spectroscopy of hydrogenated Si surfaces

The optical spectroscopy of surfaces, in particular reflectance anisotropy /difference spec-
troscopy (RAS/RDS), is an extremely versatile tool of surface analysis [20, 21]. However,
the anisotropy spectra are difficult to interpret and provide only indirect information. Only a
strong interaction between experimental and theoretical efforts allows for a full exploitation
of the potential of RAS. The theoretical progress has been hampered, however, by the large
numerical expense required for converged calculations of surface optical properties. Thanks
to the development of both computational techniques and resources, we have recently suc-
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Figure 4: Side view of the relaxed step configurations studied in this work. Empty (filled)
circles represent Si (H) atoms.

ceded in calculating anisotropy spectra from first principles in quantitative agreement with
the measured data [22, 23]. Such calculations are very involved, however, and have up to
now been restricted to ideal surfaces. Realistic surfaces, and growth structures in particular,
however, are characterized by defects such as surface steps, which give rise to distinct optical
anisotropies [24, 25, 26]. The theoretical description of these step-related optical anisotropies
is thus important in the context of the correct interpretation of RAS spectra measured dur-
ing growth. Therefore we extended our earlier studies on ideal surfaces [22, 23, 27, 28, 29]
to defect structures and investigated, to our knowledge for the first time, the influence of
surface steps on the optical anisotropy from first principles. As a first step in that direction
we chose the stepped Si(111):H surface [30], whose geometry is well known from experiment
and whose optical properties have been measured in detail [24]. For comparison we also
performed calculations on Si(110):H.

As an example of step-induced optical anisotropies we study bilayer steps at the hydro-
genated Si(111) surface. The two principal directions of miscut for this surface are <112>
and <112>. Assuming straight steps and barring any reconstruction, the first miscut (A in
Fig. 4)

gives step atoms with one dangling bond each, and the second with two dangling bonds
each. In the latter case two different atomic structures are possible: a dihydride structure
forms that either lies in a plane parallel (B1 in Fig. 4) or perpendicular to the step edge
(B2). All surface bonds are saturated by hydrogen. The Si atoms thus remain in bulk-like
configurations and the relaxations are rather small and local. We find that the formation
of a vertical dihydride structure in a plane perpendicular to the step edge (B2 in Fig. 4)
is energetically preferred to the B1 configuration. This finding agrees with the results of



infrared [31] and Raman spectroscopy [32].
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Figure 5: Calculated RAS for Si step
geometries shown in Fig. 4. Bulk CP
energies are indicated.

The calculated RAS spectra for the three in-
vestigated step geometries are presented in Fig.
5. All steps give rise to strong anisotropy fea-
tures close to the bulk critical point (CP) energies.
The main differences between the spectrum calcu-
lated for <112> and <112> steps are a blueshift
of about 0.1 eV and the occurrence of negative
anisotropies at around 3 eV for the former and at
around 4 eV for the latter two spectra. Based on
the striking similarity of the measured step-induced
RAS to that of Si(110):H, it was suggested in Ref.
[24] that the optical response of <112> steps arises
from the (110)-like regions of the stepped surface.

Fig. 6 shows the calculated spectrum for the
Si(110):H surface. It is indeed rather similar to the
RAS induced by <112> steps: Maxima appear at
the CP energies and there is an additional shallow
minimum around 3 eV. The line shape, however, in
particular around the F; energy, is different from
that calculated for the step configuration and the
relative ratio of the anisotropies at the F; and F»
CP energies is smaller. Furthermore, the overall
similarity of the calculated RAS for all investigated
step configurations suggests that one cannot ex-

plain the optical response of the <112> stepped surface solely in terms of their (110)-like

regions.

The overall similarity of all calculated step spec- e

tra indicates that the reflectance anisotropy orig-
inates from the perturbation of bulk wave func-
tions by the formation of surface steps, rather than
from electronic transitions between step-localized
surface states. This picture is corroborated by our
analysis separating spatially the contributions to
the RAS (see Ref. [30]): Electronic transitions
within the uppermost 8 A of the surface only mod-
ify the spectra, whose main features arise from
transitions in deeper layers.

The calculated spectrum for Si(110):H (Fig. 6)
is interesting in its own right. It clearly resembles
the imaginary part of the dielectric function of Si.
It is at variance with the tight-binding results of

<| o005
5 \ /
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Energy [eV]
Figure 6: Calculated RAS for

Si(110):H. Bulk CP energies are

indicated.

Ref. [33], but agrees well with experiment [24]. In Ref. [33] it was concluded that the
existence of Si and H vacancies at the Si(110):H surface is a necessary condition for calculating
line shapes in rough agreement with experimental data. Furthermore, it was stated that the
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surface local-field effect has to be included to obtain reasonable agreement with experiment.
Our results, however, show that even an ideal Si(110):H surface gives rise to a dielectric
function-like RAS spectrum. We do not find any indication for a particular importance of
the surface local-field effect for that surface.

A direct comparison of the data calculated for stepped surfaces with experiment is not
possible, as the existing measurements [24] were performed on surfaces with considerably
smaller step densities. Unfortunately, the lateral periodicities needed to accommodate wider
terraces are still out of reach for ab initio calculations of the optical response. In Ref. [24]
it was noted, however, that the anisotropy signal for Si(111):H vicinally cut toward [112]
depends nearly linearly on the step density. A similar dependence was recently obtained for
Si(001) [26]. Furthermore, our results, as well as earlier work [34], show that the atomic
relaxations of the step edges are rather small and local. Therefore, it is expected that our
calculations can be extrapolated to allow for a meaningful comparison with the measured
data.

--------- In Fig. 7 we show the experimental data [24]
0.0005 .. o .

\/ \ for surfaces vicinally cut £5°. The upper curve in

[ Fig. 7 shows the RAS of the surface cut toward

(111)8° [112]. The main characteristics of the spectrum

are the pronounced anisotropy maxima near the

Or/r

= E2 FE; and E, CPs of the bulk band structure. This

,___,\___,_/\‘ is in qualitative agreement with the corresponding

: 7(7111)+50 NV calculated spectrum for .<11§> steps (A in Fig. 4).
The measured anisotropies are about one order of

P , P r 5 magnitude smaller than the calculated values. This
Energy [eV] can be explained partially by the lower step density.

Temperature effects and sample imperfections ne-
Figure 7: Measured RAS [24] for vici- glected in our calculation also reduce the measured
nally cut Si(111):H surfaces. anisotropy signal. The neglect of excitonic effects
in the calculations leads to differences in the line shape between the measured and calculated
RAS spectra, in particular around the F; energy. If these limitations are borne in mind,
however, the agreement between experiment and theory for the <112> step-induced optical
anisotropy is satisfactory.

This is seemingly not the case for <112> steps. The lower curve in Fig. 7 shows data
measured for the Si(111):H surface miscut 5° toward [112]. Yasuda et al. [24] assumed
that the measured anisotropy is induced by bilayer <112> steps. This interpretation does
not agree with the calculations. Theory predicts positive anisotropy features at the FE
and Fs, energies, while the measured anisotropies are negative. It is implausible that the
calculations should yield a qualitatively wrong result. From Fig. 7 it seems as if the (111)+5°
spectrum were an inverted and somewhat reduced version of the (111)-5° spectrum. By
means of infrared [31, 35] and Raman spectroscopy [32], as well as STM measurements [36,
37], it has been demonstrated that the atomic structures of Si(111):H surfaces miscut toward
[112] depend strongly on the preparation conditions. In particular, a transformation of
straight dihydride-terminated <112> steps into a staircase-like arrangement of monohydride
terminated <112> steps was observed. These newly formed steps form angles of 60/120° with
the original step edges. Assuming a complete transformation of straight <112> steps into



zig-zag chains of ideal <112> steps, the optical anisotropy of the surface should from pure
geometrical considerations correspond to the anisotropy measured for straight <112> steps,
but multiplied by —v/3. In reality, the optical anisotropy of remaining, not-transformed parts
of <112> steps will partially cancel the signal from the zig-zag chains. A further disturbance
of the “ideal” RAS spectrum can be expected from contributions due to the edges of the
staircase structures. Thus, it seems likely that the optical spectrum of a Si(111):H surface
miscut toward [112] is an inverted, reduced and somewhat disturbed version of the spectrum
measured for a surface miscut toward [112]. Obviously, the actual spectrum will depend
on the preparation conditions. This hypothesis, if correct, gives a natural explanation of
the experimental findings of Ref. [24], which are seemingly at odds with our calculations.
However, further experiments are needed to verify the suggested interpretation.
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